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A Study of RNA Structure Automatic
Classification by Using Neural Network

Chuen-Der Huang

Abstract

Structure Classification Of RNA (SCOR) is an evolving resource that will continue
growing as more RNA structures become available. The RNA structure classification task
must be done carefully with experimental process to complete the final result. It is not only
a hard but time-consuming job to complete this work as other works in bioinformatics.
Recognizing the importance of the difficulty of the subject and propose the machine learning

method to solve this problem, the study has been made.

The RNA sequences data we used come from the SCOR database and has been grouped
according to their functions by using machine learning methods with a simple neural
network. The radial based function neural networks (RBFN) are chosen here to accomplish
the task. With the method we applied, the prediction results can reach to higher than 83 %.
The SCOR database comes from the open web site of SCOR.
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I. Introduction

Both in the Protein Data Bank (PDB)
and in the Nucleic Acid Database (NDB), the
numbers of RNA structures, whose
coordinates are available, are substantial and
rapidly growing. In the past, the great
majority of the structures are made up of only
one helical stack. Recently, such as the
hammerhead ribozyme, the determination of
structures contains two or more helical
stacks. The structures provide a large amount
of information about RNA structural motifs.
These motifs have also been studied
extensively [1,3,16]. In order to organize this
information and make it available to the non-
specialist, to discover new features of RNA
structure and relationships to sequence and
function, and to enumerate and classify
substructures for model building and RNA
engineering, Klosterman and his colleagues
have developed a database for the structural
classification of RNA called SCOR.

The establishers of SCOR examined of
259 PDB entries, cataloged and classified all
of the internal and external loops in a
comprehensive collection of RNA structures
contained in the PDB and NDB [8,9,10,14,
15,16].

II. SCOR,StructureClassification

Of RNA

SCOR, Structure Classification Of
RNA, is established in 2002. It is a well
known database of RNA. RNA (ribonucleic
acid) is the important materials which are the
templates to form the proteins in life, the
different functions of RNAs such as message
RNA, ribosomal RNA, transfer RNA and
RNA polymerases are join together to
synthesize the proteins [3]. In normal cells
the messages of heredity can be summarized

as the following.

Transcription  Translation

RNA I:> RNA I:> Proteins

The data we used come from this data
bank at the web site http://scor.lbl.gov. SCOR
is an evolving resource that will continue to
grow as more RNA structures become
available. It is divided into several classes,
naturally Occurring RNA, evolved RNA,
synthetic RNA, and the RNA that structure
without classified.

In this study, the structural functions of
data have been adopted and the total number
and each number of groups are illustrated in
the Table 1. Examining at Table 1, it can be
easy to find that the classes of Ribozymes and
SnRNA consist just a few number of RNA,
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three and five in the table; therefore, in our
study we do not consider these two kinds of
RNA.

Table 1. RNA number of data in SCOR.

Transfer RNA 33
Ribosomal RNA 29
Ribozymes 18
Naturally
Occurring SnRNA 3
RNA
SRPRNA 5
Genetic Control 31
Viral Packaging 17
Evolved RNA 20
Synthetic RNA 28
Structure Without Classified 75
Total Number 259

The database structure of RNA is
somewhat in common with the database
structure of protein, but indeed there are
some differences between proteins and RNA
in fundamental, bio-structures and functions
etc.. The properties of differences will affect
the design of database structure in RNA. One
of the classified differences of these two
databases in structure can be described as
follow. The protein structure is considered to
be modular at domain level while RNA is
considered to be modular at the motif level.
In addition to this difference, the sequence of

RNA within helical regions can easily co-

vary without affecting structure. Nonetheless,
the proteins can not appear this phenomenon;
therefore, the features we choice in RNA

database is less than in protein database.

I11. Database and Features
(1) Training dataset

According to their function, the RNAs
are classified into ten classes in the SCOR
database. Table 1 is the contents of the RNA
in SCOR. As we mentioned above, the
database of SCOR is growing in number, but
here we take the first version of them to be
our data to prove our method.

From Table 1, it can be found easily that
SnRNA and SRPRNA have only few numbers
in the database and then we do not consider
these two kinds of classes under our machine
learning experiments. Because it is known
that too few of data can not achieve satisfied
results in machine learning. In our
experiments, machine learning method, we
separated each class into two parts, one is
used for training and the rest part is used as
testing. Besides, for a few number of data, the
cross validation method is often applied to
make sure the effect the experiments. With
this consideration, we divided the obtained
data into seven groups; therefore the ratio of

training data and testing data is six to one.
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The jack knife test has been done in our
experiments. By this way, we can obtain
seven sets of training data for training to
make the results of our experiments more
reliable. Meanwhile, each one of the training
data set contains 331 RNA in amount. All the
data will be fed into a specified supervised
network in order to be classified into 8 groups

by their functions.

(2) Testing dataset

Since we have divided all of the data
into seven groups, the testing data we used to
test the network is one seventh of each group.
We divided the data into seven groups from
the original database by random. By this
method, we have seven sets of testing data
which are corresponding to the training data;
because the numbers of data are limited
therefore the jack knife testing has to do here
to prove the accuracy of prediction. After
grouped, each one of the testing data set
contains 54 RNA data approach in number.
The testing data will be fed into the trained
network in order to test the accuracy of the

prediction.

IV. Feature Vector extraction
It is known that in machine learning the

features vectors extraction is a very important

task; different features vectors extraction
may lead to different results, better or worse.
The structures of RNA are based on the
sequence of four compositions, four bases.
The bases of RNA and their symbols are
symbolized as A (adenine), U (uracil), C
(cytosine) and G (guanine). In our study, we
use three kinds of descriptors denoted by K, T
and D to represent our features. The represent
symbol K is the percentage of bases; T is the
percentage frequency with which symbol A is
followed by symbol B or symbol B is
followed by symbol A. The third descriptor is
symbolized by D which represents the
distribution of the property is described by 5
chain length (in percent), that is the first,
25%, 50%, 75% and 100%. In our case there
are five bases in the item of K, thatis A, U, C,
G and X; and the item contains ten possible
transpositions.

The character X denotes that unknown
or uncertain composition of the sequence

[4,5,6,7,12,13].

V. Kernel of Machine Learning
Algorithm
While mention about the machine
learning algorithm, neural network (NN) will
be discussed without doubt. Neural network

has been developed for many years and was
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used well and widely in many fields. Recently,
the techniques and concepts are introduced
into the field of bioinformatics rapidly. One
of the advantages of NN is that the NN can do
nonlinear, multi-classes and high performance
work in machine learning under different
kind of structures. Since the middle of twenty
century started from Widrow-Hoff, there are
many kinds of neural networks have been
proposed both in structures and algorithms.
The radial basis function network (RBFN) is
a kind of hybrid network of NN which
combined self-organize-map (SOM) and
back-propagation. In RBFN, the hidden layer
nodes could show the coordinate of training
sample clusters. This network, suggested by
Moody and Darken in 1989, is very suitable
to be used as classifier. Considered about the
characteristics of RBFN, we chose the RBFN
to be the network in our experiments.

The learning algorithm of RBFN is also
a kind of hybrid network. The learning of
RBFN is two phases, during the first phase,
called as the unsupervised learning phase.
There are three steps will be made in this
phase: (1) determinate the Eulier distance
(dy), (2) find out the winner node and (3) the
winner takes all. Only the weight of winner
node should be modified and it would be
adjusted. Eulier distance (d,) is the distance

between hidden layers unit and input vectors

(X)). It can be described as the sentence.

o (ST g

The weights Wik are adjusted by the
equation.
AWi=n *(X-Wa) 2
Where n, is the unsupervised learning rate.
In the second phase of learning, the supervised
learning phase, the average weight rule is
taken. At first, count out the distance between
hidden layer and training sample. Secondly,
calculate the output value of hidden layer by

the equation:
2

dy
2 ) 3)

Next, calculate the output value of output

H, = exp(-

layer by the equation:

2V H,
V= )
H
2 Hy

Final step, adjust the weights
between output layer and hidden

layer by the equation shown:

S ©

where o is called the smoothing

parameter
dj :(Tj —Yj)f'(netj)

and h, is the supervised learning rate.




TSI IBES/FRNATS B BRI D B2 « R

O

119

Table 2. The RNA and their ID code in SCOR

. Genetic Viral Evolved | Synthetic | Structure Without
tRNA rRNA |Ribozymes| SnRNA | SRPRNA . .
Control |Packaging| RNA RNA Classified
lyfg 364d lajf lurn leqs 1biv 17ra 1koc 157d 100d Inao
2tra lelh 1ajl 1a%n 1duh Imnb lalt lam0 1f5g 104d Inxr
lehz 354d 1c0o lu2a 28sr lesh 1bn0 Iraw Imis 124d lofx
levv ladd leor 1dul Islo lesy 1kod losu 161d loka
1tn2 1dok 1gid 1d4r 2bj2 lag3 1fmn lqes 168d 1pb
Itra 1dfu lgrz lakx 1dot Lull 1qet 169d 1qc0
4tra 353d lguc lanr 1dOu 484d lyfv 176d Iqcu
4tna 361d 1hlx larj ldzs 11t 280d la34 1qln
6tna la3m 1tlr 1qd3 1zdh Inem 333d lac3 1r3x
1c0a 1byj 1hmh 397d 1zdi leco 402d lal5 Irau
lefw 1pbr Imme 1bvj 1zdj Smsf 405d lapg Irmv
leuy Ibgz 299d lesl 1zdk 6msf 406d lavé Irna
lexd Irng 359d 1duq 1rht Tmsf 409d 1b2m 1rnk
lgtr 1zif 379d lebq 1tfn lexy 420d 1b7f Irxa
lgts 1zig 488d lebr Ibau leht 433d Ibmv 1sdr
Iqrs 1zih lato lebs 1f5u 1tob 438d 1byx Ivtm
Iqtq Twts lex0 letf 462d 2tob 332d lc2q 216d
1qf6 1dk1 1b36 1kis 2ldz 485d 1c9s 219d
1qu2 lglx laqo 429d 247d legm 222d
lasy luuu ladt lhvu 1br3 levj 246d
lasz lafx 1qfq legk lewp 259d
leiy Imms len8 1cdl lexS 2a8v
Iser 1qa6 315d 165d 1d87 2bbv
1b23 1ffk lekz Iqbp 1d96 2tmv
1ttt 1jj2 2a91 205d 1d9d 2tpk
2fmt Ivop lei2 255d 1dno 310d
likd 483d 1qc8 413d 1dhh 377d
434d Iscl 1260 283d 1di2 398d
464d 430d 3php Idrr 404d
1bz2 laud 1dxn 410d
1bz3 1dz5 lefo 419d
Ibzt levp 421d
Ibzu 1127 435d
1kos 1fix 437d
lgsg 468d
lgtc 479d
1kaj 8drh
1kpd




120

BEVE2% S+—H ERBENATOENS

Output Layer
Nodes Depend
on Group

Hidden Layer

Input Layer
nodes=125

Figure 1. Il1lustration of the basic RBFN
structure.

In figure 1 the basic concept of RBFN

is illustrated. The RBFN has only one

hidden layer but the nodes of hidden layer

may increase with the operation of cost

function. In these experiments, the RBF

network is chosen [11].

VI. Experiments and Results

In our experiments, RBF network
is chosen to do the classification. First,
we separated the data into two parts with
random, one is used as training data and
the other is used for testing. The random
picked testing data to form the set is
according to the rate of seven to one. By
using jack-knife testing we can obtain
seven results. Table 3 shows the results we
made. In Table 3, it can be found that we
do not train the network to one hundred
percent of learning. In fact, we have done

it carefully to avoid the over learning

problem. Every experimental result we
made, the accuracy is larger than 72%
even up to 94%. We obtained the result by
arithmetic average.

The accuracy measurement in our
method is very simply and clearly. The
accuracy can be described as follow. If the
amount of testing proteins is n , it should
be classed into the F” fold but in fact the
outputs of the classifiers only class the
amount of ¢, into the F" folds, the accuracy
rate is simply to be calculated as ¢,/ n, for
the F/" fold and so on. In addition, besides
calculate the individual accuracy rate, the
total accuracy rate can be calculated easy
too. The following relationship can be easy

to understand.

N=n+n,+...+n, (6)
C=c¢c+c,+...+c, (7)
C
=— 8
Q N ®)

Where N is the amount of testing.
C is the amount of corrective
prediction.
Q is the accuracy of prediction.
In this method we made, the
measurement of results are very clearly;
the so called true positive and false

positive will not occur in our method, for
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the networks we used are multi-output
network each one has its position and one
only [1,2].

Table 3. The results of prediction by using the
RBFN in the experiments.

NO. of [ Accuracy NO. of | Accuracy

Training Correct (%) Testing Correct (%)

Training_ Testing_
Subset_1 331 100 Subset_1 45 83.3

Training_ Testing
Subset 2 330 99.7 Subset 2 31 94.4

Trainin, Testin,
Subset7g3_ 328 99.1 Subsetgj 47 87.0

Training_ Testing_
Subset_4 330 99.7 Subset_4 46 85.2

Training_ Testing_
Subset 5 331 100 Subset 5 45 83.3

Trainin, Testin,
Subset7g6_ 330 99.7 Subsetg:6 36 722

Trainin Testin
Subset_g7_ 330 99.7 Subsetg__7 43 79.6

Average 99.7 | Average 83.6

100 7 WWHWQW
@ ! l{ Ml&
> 80 \/‘7‘7
g 0 i
< 60

50

Times

Figure 2.The results of prediction of each time

by using RBFN.2

VII. Conclusions
In this paper, we refer and studied
several paper of RNA and based on the

paper to propose the machine learning

algorithm to SCOR. We survey the results
we have, NN based; the results show that
the accuracy of prediction is satisfied,
83.6%. With the results we can recognize
that the NN could be used for automatic
classify of SCOR.
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