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The Design of Decoupling Predictive Controller
for Multivariable System
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ABSTRACT

- This paper presents a decoupling predictive controller for multivariable
system. The stochastic decoupling polynomial matrix 'representation of the system
is established. The decoupling control design is developed based on the
minimization of a generalized predictive performance criterion. The set point
tracking, disturbance-rejection and robustness capabilities of the proposed method
can be improved by appropriate adjustments of the tuning parameters in the
criterion function. The proposed method can be less computational and more
effective for the multivariable system. Through computer simulations, the proposed
method has been shown to be powerful under set-pdint changes, load disturbances
and significant plant uncertainties. |
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I. INTRODUCTION

The multivariable control theories and techniques have been well documented in
[1]-[7]. Although, those have been proved to have good performance and proper
robustness, they have the time-consuming computational requirements. To
overcome the shortcoming, the paper is expected to design a decoupling predictive
controller for multivariable system. The proposed method will be shown to perform
as well as the multivariable cqntrol approaches.

Decoupling predictive control design has received much significant attentions
over past decades. A globally convergent direct adaptive decoupling. predictive
control algorithm was presented by Chai [8] with the assumption that the system
interaction matrix is known diagonal. Qin et al. [9] designed a robust adaptive
. decoupling predictive design for generalized predictive control with neural
network.

The objective of this paper is to combine adaptive control and decoupling
predictive control for developing a less computational and more powerful adaptive -
predictive decoupling' controller and to study its feasibility and effectiveness. The
outline of this papér is organized as follow. The decoupling mathematical model is
established in Section II. The decoupling generalized predictive control law is
derived in Section III. Using computer simulation to study the ability of
performance of the algorithm with a fixed, \;vell-tuned, decoupling predictive

controller is investigated'in Section VI. Section V concludes the paper.
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II. MATHEMATICAL MODEL

The process to be controlled is assumed to be an n-input n-output multivariable
system described by the controlled autoregressive integrated moving average
(CARIMA) model:

Ay = Bk -d)+e(k) M

where

Az"Y=1-A4z" -4,z - -4 ,z7™
B(z")=By,+Bz"' +B,z"' +--+B,z"™

y(k) and u(k —d) denote n-vectors of multivariable system output and input, d
is the discrete-time time delay. A(z™') and B(z™') are two nxn polynomial
matrices. £(k) is an n-vector of mutually indepeﬁdent ;Nhite Gaussian noises with
zZero mean.
To design the proposed decoupling predictive controller, we diagonalize the system
as |
Az Yy(k) = B(z Yu(k —d) + N(k - 1)+ &(k). 2)
Note A(z™') and B(z™') are diagonal polynomial matrices, N(k—1) can be
though of as the model errors including unmodeled dynamics and coupling

elements.




188 _ : SRR £—8 REBN+IAENAR

III. DECOUPLIN G PREDICTIVE CONTROL LAW

This section devélops the decoupling predictive control for improving
performance and robustness of the multivariable system. To derive the predictive
control law, the following two equalities are used to solve for E;(z™'), F,(z™"),

and G j’(z’l ), so as to find the j step-ahead predictor of y(k):
I=A4E(z")A(z") + 27 F(z™) )
E;(z")B(z")=G,(z™) @

where j =12, and

E(z")=I+E;z" ++E,;,;z7V7"
Fj(Z_l) = Fj‘o + F},lz" 4ot FjMz-"A
G(z") =G,y +G, 27"+ 4Gy, 2
After that, the j step-ahead predictive of y(k) is derived by
Pk + j)=F,(z")yy(k)+ G, (z")Au(k + j—d) + E,(z7)AN(k + j = 1) 5)

The generalized predictive control law is obtained, so as to minimize the

expectation of the following quadratic cost function:

>

J= E{ Pk + j)—Wr(k + j)+H,(z")AN(k + j - 1)||2

d+N, -1

Spac-al] o
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where r(k) is an input reference signal and W, is the feed forward gain. H j(z")
is a diagonal polynomial matrix to be determined, whose role is to remove the
effect of N (k-1) on thé closed-loop control sysfem. Then, Q, is a nxn
selected weighting matrix, and Au(k)=(1—z")u(k). N,, N, and N, denote
the control horizon, the minimum output horizon, and the maximum output horizon,
respectively. For the problem considered in the paper, N, must be chosento be d,
and N, issetto N,+N -1, N 21,where N denotes the prediction range.
The cost function (6) can be rewritten by
J = E{ (Fy(k) +GU + Lau(k -1)+ MN - WR)'
(Fy(k)+GU + Lau(k ~1)+ N -WR)+U'QU} ()

where

F=[F~.(Z-l) Fyu(z™) - FNz(z‘])]’

Gy,nva Guwa = Guwen, |
U=[auky  sute+1)" - duk+nN,-1)"]
L=[L,") LG - Ld,Nu-.(z")]r
‘N=[AN(k+N,—1)"' AN(k+N,) - ANGk+N,-1)"]
M = diaglE, (") + Hy(z") Eun(@™) 4 Hypu@") = Epy 0G4 Hooy a2

W=le Wi - Wd+~,-lJ
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CR=[rk N AN ) e kN

Q=.diangd Qd;l Qd+N,,—l‘I'.

Because the cost function J is quadratic in U, a minimum solution for U is

easily found. Thus, it is required to find U such that

aJ
=" - ®

Therefore, the optimal predictive control U’ satisfies the following condition:
U =(G'G +0)"' G" (WR - Fy(k) - LAu(k - 1)— MN). )

Generally speaking, for a large value of N,, the computation for implementing
generalized predictive control is time consuming. To reduce the computational load,

we let the control horizon be one. Under the assumption, we have

GN, GN,,o

G G,.
G= 1~;,+1 — N; 11

GNz GN,,N-I

and
Q0=Q5Qd=diag[ql q qq_]

Then, Eq. (9) becomes
U’ =(GTG+Q0)"GT(WR—'Fy(k)~— LAu(k—l)—)WN). ' (10)

Since the receding horizon control, we define A to be the first n rows of
(G'G+ QO)T‘.GT . By selecting the weighting polynomial matrix . H ;(z") soasto
satisfy (GTG +0,) G"MN = M(z™")AN (k +d —1), where -M(z") is a diagonal
| polynomial matrix, yields o _
Au(k) = AWR - Fy(k) — LAu(k —1)) - MAN (k +d =1) (11)
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Slibstituting 4u(k) into Eél. (2), the closed-loop system is
(I + ALz™)A4(z™") + B(z™")z™ AF) y(k)

=B(z")zAWR + (I + ALz - B(z" )Mz ))AN(k-1)  (12)

To realized closed-loop decoupling control, the term containing AN(k —1) must

be zero. Thus, we have

I+ ALz = B(z"YM(zT") =0 _ (13)

We obtain the control law (11) where M(z™') is determined by (13), such that
N(k —1) corresponding to the coupling and unmodelled components of the process
can be completely removed from the closed-loop system. Using (12) and (13) so as

‘to prove that the system output follows the reference signal properly, and W s

chosen by :
wlir 1 - 1f =F|_ (14)
B \_v—_J “

N
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VI. COMPU’_I‘ER SIMULATIONS

The objective of this simulation example is to study the feasibility of the

proposed decoupling predictive controller in controlling the heating process [3-5].

The simulation study also includes an investigation of the effect of load disturbance

on the heating system employing the proposed controller, and implemented using

MATLAB. The control algorithm is applied to the temperature control of a 4-input

4-output plastic injection molding process. This system can be use in decoupling '

discrete-time mathematical model as Eq. (2). From (11), the control signal u,(k)

will be derived as follows

w6 =,k ~1)+ S e wr (k4 )= Y, (o + 12 W(B)

Jj=N J=N,

N, :
- Zoz,,(l,,0 1z et D,z D)) Au (K -1)

Jj=N,

——(1+Zau(lloz +1,z270 44 ],z ) An (k+d - 1)

Jj=N,

where

N
Q; = zg,,/(g,f- +q;), w;=1

Jj=N,

’ - N-1
8v,=b s 8wman =(1+a)b, , gu, =(Za,‘m)bi

m=0

= 2 ... J = 2 ... J
fio=1+a,+a; +--+a;, f,j',-a,+a,.+ +a;
-d+| J=d+2 =1

— m
Za ] Za v a2 =2

m=0 m=0

(15)
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The simulation ‘were performed for two sets of reference input r(k), and the
system parameters, the time delay, the predictive range and the weighfing value
given as follow

N=20, d=8

Q, = diag[0.02 0.02 0.02 0.01]

) [200°C 210°C 220°C 230°C), O0<k<500
r(k)= )
[250°C 260°C 270°C 280°C}, 500 <k <1000

A=diag[0.9851 0.9892 0.9891 0.9835]
B =diag[0.0017 0.0018 0.0017 0.0021]
N(k -1) = diag[1.0310 1.5282 1.0846 0.0695]

and the uncorrelated Gaussian noise with covariance 0.1 is added to the system. Fig.
1 and Fig.2 show the set-point tracking, responses and control signals of four
temperature zones in the heated barrel. It can be seen from the figure in which the

performance is excellent.
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Fig. 1. Simulation result for set-point tracking responses of four temperature zones
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Fig. 2. Simulation result for control signals of four temperature zones

In order to investigate the relative effect of load disturbance in the performance

of the proposed controller, the mathematical model was changed such that
y(k) = Ay(k —1)+ Bu(k —d) + N(k 1) + v(k) + £(k)

where
vk)=[5.0 50 50 s50], at k=300,

vk)=[-50 -50 -50 -5.0], at k=750,

v(k)=[0.0 0.0 00 00], otherwise.

Fig. 3 shows the simulation result of the decoupling predictive controlled, which
is controlling the temperature of the heating process under load disturbance. The

proposed controller has a desirable performance.
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Fig. 3. Simulation result for decoupling predictive control in the presence

load disturbance.

To test the robustness of the decoupling predictive controller, the third

simulation was performed where the system parameters were artificially changed.

The system parameters a, and b, with 10% variation were applied to the barrel

after the 300¢4 sample. Fig. 4 shows that the proposed controller could adapt to

change in the plant parameters, and the control performance was satisfactory.
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Fig. 4. Behavior of the decoupling predictive controller when the changed

system parameters at k > 300.
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V. CONCLUSIONS

This paper has presented a systematic design methodology for developing a
decoupling predictive controller for multivariable system. The set-point tracking
and disturbance rejection of the proposed method can be improved by appropriate
adjustments of the tuning paraméters in the criterion function and the design
approéch is proved to be less computational and more effective. Through computer
simulations, the proposed method has been proved to powerful under set-point

changes, load disturbances, and parameter variations.




SFIR - FHM | SRBARRERAIGITEIERE : . 197

(1]
(2]

(3]

[4]

(5]

[6]

[7]

(8]

(9]

REFERENCE

D. W. Clarke, C. Mohtadi, and P. S. Tuffs, “Generalized Predictive Control
- Part I and I1,” Automatica, vol. 23, pp. 137-160, 1987. _

D. W. Clarke, “Application of Generalized Predictive Control to Industrial
Processes,” IEEE Contr. Syst. Mag., vol. 8, pp. 49-55, 1988.

C. C. Tsai and C. H. Lﬁ, “Multivariable Adaptive Predictive PI Temperature
Control of a Plastic Injection Molding Process,” Journal of Control Systems
and Technology, vol. 5,no. 1, pp. 11-24,1997.

C.C. Tsai and C. H. Lu, “Fuzzy Supervisory Predictive PID Control of a
Plastic Extruder Barrel,” Journal of the Chinese Institute of Engineers, vol.
21, no. 5, pp. 619-624, 1998. |

C. C. Tsai and C. H. Lu, “Multivariable Self-Tuning Temperature Control
for a Plastic Injection Molding Process,” IEEE Trans. Ind. Applica., vol. 34,
no. 2, pp. 310-318, 1998.

D. W. Clarke and C. Mohtadi, “Properties of Generalized Predictive
Control,” Automatica, vol. 25, no. 6, pp. 859-875, 1989.

B. Kouvaritakis, J. A. Rossiter, and J. R. Gossner, “Improved Algorithm for
Multivariable Stable Generalised Predictive Control,” IEE Proc. - Control
Theory Appl., vol. 144, no. 4, pp. 309-312, 1997.

T. Y. Chai, K. Z. Mao, and X. F. Qin, “Decoupling Design of Multivariable
Generalised Predictive Control,” IEE Proc. - Control Theory Appl., vol. 141,
no. 3, pp. 197-201, 1994.

X.F. Qin, K. Y. Zhy, and T. Y. Chai, “Robust Adaptive Decoupling Design
for GenéraliZed 'Ppedictive Control with Neural Network,” in Proc. 35th

Decision and Control Conf., Kobe, Japan, pp. 2426-2431, 1996.




198

%SFQQ £— RENTNENB

*E‘%ﬁ@’MZ

le

i

[ Yy ]

‘Eﬁ?’“%ﬂ%s:.zn

SRR 29y

AR S B BR AR RR TGI8 2 RE S TR - AR SR L R
- WA R BB R R > B R/ MU R MR IR CA T R A R TR P25
% > [t A RIFAEHIEAS - MR TS MR TR » 36 A
TEHEHI S B BRI E AR - mEIIEE B T A S FTiE TR AE

EEEHE T R %TﬁﬁTﬁﬁﬁﬁﬁ&

RASEE) - MEARTEMGILESE] - SRERM

B B TR
it B RASER TR




	1-121.pdf
	1-122.pdf

